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Aspirin was at the centre of a health
scare loday amid evidence it could cause
pancreatic cancer.

3 _ New research suggests those who use
Realise the potential the painkiller regularly over a long period
are up to B6 per cent more likely to
develop the killer disease.

Apply

The findings will worry millions of people
who take the pills every day because of
their powers to prevent hearl disease

o _ and strokes. It is the first serous question
5% up to £100 over the safety of regular use of the so-
for the First called "wonder drug”.

© Retna

Pill risk: Aspirin may increase
chances of cancer

Today experts wamed doclors to take

3 months and account of the possible risk and called for more research to assess the dangers.

1.25% thereafter. The scare follows a study involving almost 90,000 women in America. More than a

third of the women were regular aspirin users - reflecting the widespread popularity
of the drug. Sales of the medication soared in Britain last year after it emerged that
a daily dose may lower the risk of Alzheimer's disease by up to 70 percent.

Thousands also take the pills before long-haul fights to ward off deep-vein
thrombosis (DVT).

But the study found that women who took two or more aspirins a week for more than
20 years had a 58 per cent increased risk of pancreatic cancer compared with
women who rarely, or never, used the medication. The risk of pancreatic cancer rose
the more aspirins were taken. Compared with non-users, women who took 14 or
more aspinns a week had an 86 per cent increased nsk of pancreatic cancer.




Kill or Cure
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P Value

e Lets suppose we look at the height of a
sample
—Males=1.776 m
— Females = 1.637 m

e The probability of seeing a difference of
this magnitude happening by chance, |if
males and females in the population in
fact had the same heights



Null hypothesis

e Considering the example of heights in
men and women:

— A claim that there Is no significant
difference between the heights of the two
groups would represent the Null
Hypothesis

— A claim that there Is a significant
difference between the heights of the two
groups would represent an Alternative
Hypothesis



P Values — More rigorous

The probabillity of seeing the
observed data (or data showing a
more extreme departure from the
null hypothesis) when the null
hypothesis Is In fact true

The Cambridge Dictionary of Statistics



1.0
Weak Evidence against null hypothesis
0.1
Increasing evidence against null hypothesis
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0.001

0.0001

Stern & Smith (2001) Sifting the evidence — What's wrong with significance tests. BMJ
322:226-231






A range of values, estimated from a
sample, that are believed with a
particular probability to contain the
‘true’ value.

The Cambridge Dictionary of Statistics
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A general term for the procedure of assessing whether sample data is
consistent with statements made about a population.

Traditionally, statistical tests have been viewed in in terms of testing a
null hypothesis against and alternative hypothesis

Typically:
Null Hypothesis: The Treatment does not work

Alternative Hypothesis: The Treatment does work



Jerzy Neyman 1894-1981 Egon Pearson 1885-1980



No test, based on the theory of
probabillity, can by itself provide
evidence of the truth or falsehood

of a hypothesis.

Neyman & Pearson (1933) On the problems of the most
efficient tests of statistical hypothesis. Phil Trans Royal
Society 231:289-337
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Nominal data: eye colour example

Chi-square test enables you to decide whether this is due to chdoaereal association
— in this case between eye colour & gender
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When used to analyse contingency tables:

Null hypothesis: Rows and columns independent
Alternative hypothesis: Rows and columns dependent
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Bias introduced gives an inflated  yalue

e Yates’ correction for 2x2 tables, or sample
<25 1
— Moves O-E nearer to zero by 5
— Still need ‘expecteds’ of >5

 Fisher’'s exact test for 2x2 tables

— Often with small samples have expected
values of <5

— Used when any ‘expecteds’ <5

— Evaluates probability of all possible 2x2 tables
with same column & row totals having same
pattern as observed data. High probabillity,
null hypothesis is accepted.
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chisg.test (myTable)
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(Altman 1991)
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Parametric tests
that examine the
location of the
mean In two
groups of data

FREQUENCY

FREQUENCY

SCORE

SCORE







@\



5 | 1 11 D

# Independent 2-group t-test
t.test (dataln$Age~
dataln$Sex)
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# paired t-test
t.test (BPBefore,BPAfter, paired =TRUB
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Look for differences In non
parametric data...
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# paired 2-group Wilcoxon Signed Rank Test
wilcox.test (claimData$ScoreBefore,

claimData$ScoreAfter,
paired =TRUR
Wilcoxon signed rank test with

continuity correction data:
claimData$ScoreBefore and

cIaimData$chﬁ%e¢rrEA >
V = 236826, p-value =614+

alternative hypothesis: true location
shift is not equal to O




? 1 W

 Two unrelated samples

* Non-parametric test for at least ordinal
data

e ...0r Interval/ratio data does not meet
criteria for t-test (parametric equivalent)

 Requires calculation of the U statistic
e U statistic has an associated p value

e p value tells us significance of any
between-group differences
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« Compares spread of ranks in one
sample with spread of ranks in another

 Whether ranks are evenly distributed
throughout samples or clustered
— Tests : H 0 - no difference between groups

H1 — two groups are different (can be one
or two-talled, one tailed if hypothesis has

direction)
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#R annoyingly call the Mann_Whitney U
# test a wilcox test!

wilcox.test( dataln$los~dataln$sex

Wilcoxon rank sum test with
continuity correction

data: dataln$los by dataln$sex

W = 120544, pyalue = 0.3449 >

alternative hypothesis: true Tocation
shift is not equal to O
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Accept Null Hypothesise: The Treatment does not work
Reject Null Hypothesis:  The Treatment does work

!
# #
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! H Type | Error
$ P(Type I)=
& 1
H Type Il Error
$ " Power=
% 1-P(Type II)




c2 1))

| HS%% HE&  #$ (
) ('3

*#$5% *%  *HS+ * HOH'




D

| HSA H#E HS+ (
) (! $5 ! " (67
(89

(

* &:&$/H'.
Y ::::>
$ | T
( *Hg
>  $




D

:20./: 1V /AF

J D
TR

K

K



+R L7AA; " |

> &&H7? > SS2002; -
” 0/0 D DI_ n

? R B R BVIR :RIRO20.0; -
& ! 9% D/ @ +H-
' % %






